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el s o5 il el aloa Sl LY pl
@'\ discrete source transmits messages \r. Nz A3 with probabilities p(xi)= 0.3, p(x2) (J.2‘5_ P (N2)

043 he sourve s eonnected o the channel whose condinonal probability matrix is

.

cut "I(;‘q Ui (j'

PLY/X)y="10 08 0.2
oo 63 07
0D A. Draw the channel schematic®?
§ . Gbtain the probabilities p(y1). p (32) and p (3 3)? (6 Marks)
b bl Bista el
\ @'n:h.q.-: twa binary symmetrical ehaanels are connected in cascade as shown below:
i ; T ’
= 08 \aton o o
Hag) =" ¢ —4 - -

e 4qle”’

Png) =V

1B RS Wy G 03
A. Find the probabilities p(xy), Dx2), plye) and plya)? 0'('{ =Y |’(o i gz(gi\hlrks)

~d Cp(ez) = 0.6 Aq”
Ry

5

(16 Marks) Consider o source with a six-svmbol alphabet. Niy Xz, X3, Xuy Xs, and Xe. with
piobubiliiies = 0.2, Py = .01, Py = 0.35, ', = 0.38, P’s = 0.02, and P¢ = 0.04, respectivel

: ; ; S /
Albind a Shannon-Fano code for this souree.

{8 hlarks)
] wsute the aver aee code leno 3 Marks
ﬁ Co.wﬂ 1_gg£(}du.lg{1gtlmptlh_@\du_.b (S Marks)
~
" 1é Marks) Cnnsiﬁ{ur lllC:?L_\'Sfclll.’l(ik‘ Linear Block Code witih the tollowing pacity cheek matria.
P~ \. < = ;
b el i O T T G T T T
I N Tl LS et 1} e
e Ll R — ==
!

%\ Ifthe code is a single err:

- ~ ‘_;‘
= o (€]
- correction code, find the ndrome look-up la})]c. (3 Marks)
— e T— /-
~ (Ij)‘m the received VECtors ri and r2, recover the transmitted fode-word and

theforiginal messape.
. g i 9 i
r=1101011, r2= 0101101, (clearly show the recovery steps)y u'—' (6 M;u‘ksg t
e et PR ‘ .
(IS A Larks) Given the follow ine trellis diagram of convolutional code.

I
s a=0( ki
. ; y f N
A Encode the input sequence bits)m = 10101 l/ L 'D]’O\& =
- =1 71~

8. Decode the received vector v using Viterhi Decoding,

R__'&&MM-{”M‘ )

. How many errors are there in the received vector R

rU |
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Information Theory and Coding (CM303)

Midterm Exam (40%)
07 June, 2015

Instructor: MEng. Hosam Almgadim Time Allowed: 2 hours

What is the maximum entropy H(s) for Binary Discrete Memoryless Source
(BDMS)? Prove your answer? (10_points)
had sl

At .
rFe g

@A telegraph source having two symbols, dot and dash. The dash duration is@_

seconds; and the dot dufation is two third of the dash duration. The probability of
the dot occurring is twice that of the dash, and the time between symbols is@/

seconds. Calculate the information rate of the telemaph source? (10 points)

p@/oz‘) =2p (dasly
)
A discrete memoryless source has an alphabst of seven symbols with
robablht:es for its output as described in following table:
i sy sl ps s s
ilit *) 025 '0.25 » 0.125 ,0.125 [ 0.125J 0.0625 f 01)6251

Construct a Shannon-Fano codé for the source and calculate the efficiency of
coding? (10 points)
Construct a Huffman code for the source and calculate the efficiency of

coding? And compare the results? (10 points)

Good luck!
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Information Theory and Coding {(CivialJ)
Answer of Midterm Exam (40%)

07 June, 2015
Instructor: MEng. Hosam Almgadim

Time Allowed: 2 hours

Q1. Answer:

“Since it BDMS, then the source has two symbols s1 and s2. Let the probability of s1
is p(s1)=a then the probability of 52 is p(s2)=1-a. The entropy H(s) of this source:

H(s) = -a loga(a) —(1-3) logy(1-a)
Note that when a=0-> H(s) =0
a=1 - H(s) =0

The maximum entropy can be found by the differentiation of H(s):

dH(s) o d(—alog,(a) - (1 - a) log,(1 —a)) o

da da Pt :
dH(s) S ke
T —log,(a) + log,(1—a)
dH(s) 1—-a

T eeal )

dH
The maximum is found when £His) =
1—-a —a

logz( = )=0when B =1

i a=0.5
Which means when a=0.5 H(s) is maximum

H(s) = -0.5 log(0.5) — (1-0.5) log(1-0.5)= 1 bit/symbol

Good luck!
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Q2. Answer:

el chat: |J~I»h l’LII'H"\IUII: U0 Sed.

Dot duration: 2:3 x 0.6 = 0.4 sec.
P (dot) =2 P (dash).

Space between symbols is 0.2 sec.

Information rate =7

g s g

I.  Probabilities of dots and dashes:
Let the probability of a dash be “P”. Therefore the probability of a dot will be “2P”. The total
_probability of transmitting dots and dashes is.equal.io ).
P (dot) + P{(dash) = I L Q
P+2P =1 P=1/3>
Probability of dash= 113 e
And  Probability of dot. =. 213

Average information H (X) per symbol:
H (X) = P (dot) - log; [I/P (dot)] + P (dash) - logs [1/P (dash)]

H (X)) = (273) logs [3/2] + (1/3) log, [3] = 0.3899 + 0.5283 = 0.9182 bits/symbal.

™

3. Symbol rate (Number of symbols/sec.):

The total average time per symbol can be calculated as follows:
Ty = [Tpor x P(DOTH] + {Tuasu x P (DASH)] + Topace

Average symbol time
T, = [04%2/3]+[0.6 x /3] + 0.2 =0.6667 sec/symbol.

Hence the average rate of symbol transmission is given by:
-Ry = 1/Tg=1.5000 symbols/sec.

4. Information rate (Ri):
R = Rs x H (s) =1.5000x 0.9182 = 1.72 bits/sec.

b BT S

Good luck!
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Q3. Answer-

I. Shannon-Fang code-

Symbols [ Probability Step | |'Step2 [ Step 3 | Stepq Code woid]

S, 025 0 0 00
S 0.25 0 | 01
S, 0.125 ] 0 0 100
S; 0.125 1 0 ! 101
N e (Kb 1 1 0 110 -
S 0.0625 | I | 0 1110
8! 0.0625 1 1 1 1 1111
{\"crztg.c‘codc word lc_ngtl! (L): L= Z;?___O pi x ni

=(0.25 \<2)+(0.25x2)+(0.r25>«3 )+ (0125 %3 H(D.!:jy3)+(0_0625x4)+(0.0625><4)
=2.6250 bits/message

Entropy of the source (1n):
- 16 1
H(s) =30 pix logy(1/p,)
=0.25 log, (1 70.25)+0.25 logy (1/0.25)+ 0,123 logy (170.125) + 0.125 logy (1/0.125)+
0.125 log, (1 /0.125) + 0.0625 log: (170.0625) + 0,025 log, (1/0.0625) = 2.6250 bits/symbols

H . 2.625
Code efficiency n=yx100= ;EE x 100

n =100%

Good luck!
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2. Huffman Code:

Symbol Stage | Stage |1 Stage 11! Stage IV Stage V' Stage Vi
0

it ] % ”:‘::(]D

The encircled bits on the dotted path correspond to the code for symbol Sy

ie8,=10

Average code word length (L): L= Z,Gmo pi x ni
=(0.25x2)+(0.25 XZ)H(0.125x3)+ (0,125 x3)+(0.125x 3 ) +(0.0625 x 4 )+(0.0625 x 4)
=2.6250 bits/message
Entropy of the source (H):
=\6

H(s)) =Xk-o pix log,(1/py)

=0.25 log, (1 /0.25) + 0.25 logy (1/0.25) +0.125 log, (1/70.125)+0.125 logs (1/0.125) +
0.125 logz (1 /0.125) + 0.0625 log, (1/0.0625) +0.0625 log, (1/0.0625) = 2.6250 bits/symbols

H 2.625
Code efficiency n = L 100 = 2625 * 100

1 =100%
Note: As the average information per symbol (H) is equal to the averaga code length (L), the code efficiency is 100%

Good luck!
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Information Theory and Coding (CM303)
Midterm (40%)
it 26 Dec 2017 \
Instructor: Eng. Hosam Almgadim Time Allowed: 2 4

Q1. (12 Marks) Consider the following information channel, the channel mput A with symbous a, 37
and a3, and probabilities ‘p(al_)=O.6, p(a2)=0_.3, and p(a3)=0,1. The channel output B with symbols b]
b2, and b3. The channel is fully specified by the following channel matrix

0.5 0.5 0 |
p(B/A) = lo. 5 0 0 5]
0 05 0.5
"~ g} “Draw:the schematic-of the-channel? {2 Marks)
—.b) Obtain the output probabilities p(b1), p(b2) and p(b3)? (3 Marks)
~¢) Find the Mutual Information I(A;B)? (5 Marks)
—d) Find the probabilities and entropy of the 2" order extensionZ of A? (2 Marks)

e

Q2. (10 Marks) In a telegraph source having two independent symbols dot and dash, the dot duration
e
is 0.2 sec and the dash duration 'SO.QE'E:C The probability of dot occurrence is three times that of

dash and the time separation between symbols is 0.1 sec. Find the following:

(s
«7 The information rate @f£his telegraph. @g 3 Marks)
Ve Ry :

The maximum possible infor m’xt%(m rate with the same average symbol duration. (3 Maris)
X o 2 ————
AL U R
(18 Marks) Consider a Discrete Memoryless Source with symbols S ={a,b,c,d,e,f;g} have
probabllmesP(S)={2/7, 3/14, 1/7, 1/7, 1/14, 1/14, 1/14} respectively.

L. Construct a Huffman code for the source? (4 Marks)

2. Compute the average code length of the code. (2 Marks)

3. Find the efficiency and the redundancy of the code? (2 Marks)
—4. Isthis code 'n@i (Justify your answery (2 Marks)
Fmd RI if the DMS generates 1 symbol randomly ever Y 1;1s¢c’?——} : (2 Marks)

5. Encode the followmg message: aabacaafggefad (2 Marks)

(2 Marks)

7. Draw the decision tree of the code.

8. Decode the following bit stream: 01010001101100 U()l(]U( 001 101__11100(}00001.... (2 Marks)
v pag c d TR

e
J’\MS‘J["‘UU@ H<[0/)

4

7 E 4 [

b/6y) -

Good luek
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T
Information Theory and Coding (CM303)

Widterm Exam (40%)
16 April, 2016

Instructor: MEng. Hosam Almgadim Time Allowed: 2h 15min

@6’0 Marks) Consider the following binary information channel

BBAYd

ég (15 Marks) In a PCM system the voice signal is quantized i 16 levels with the
t

: G following probabilities:
- i
T PL=pP2=P3=P4=0.1 P5="P6=P7=P8=0.05
o
P9 =r10="ri1t = P12 = 0.075 P13 =Pr14=PI15=P16=0.025

[j/z’ﬁ\
i

l./)Calculalc the entropy. L P :

)Calculate the [nfﬂrmatmn rate. Assum = 4 kHz\

Q/ / s (o
Calculate the entropy of the third ordcr C\lmsmn of this soufce H(z=s").

T e

iI-S Mar ks) Considex @ Diserete Memoryless Source with symbols Si=
1 2,3,4,5,6,7 have pio:)lbilmcs l\rl) {2/7 3/14, l/7 1/7 .f/l4 1/14, 1/14}

M esE . A Ve
/rcspccuvely
e

a) Construct a Hullfiman (.O([L for lh(, sou:cc’ .> Jh - o

e T it . L E T  /'
b) FFind the efliciency and th IL([LI!lddHL\ ol the LOdL

e i e 3 I \ .’;l i \

t de nommalcod 27 (Justify.y : oo Ve i hastie T

c)ls his code a p ! ¢? (Justify your anwu) 2 e 2 ’_},.«"\“\ M \\‘
::\-’ 7 \ N
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{/ VR = N

o

=

é(c) Is the vecmr‘[l 0 I 07014

Sra sl g e pladh Al ¢ Satad gl plasayl Al SLaY) i g gVl duidill d,uj
2016-01-05 ;g2\ . CM 303 shalall Jay  pwabead) sJeaill Lkt Gaege of Flectionic Technology « Tripan %‘

— R ol ) ol gl T Gl ped 2016-2015 hrA 1 b d«ﬂ]l
; A, 22 N

QI: In a telegraph Source having two independent symbols dot and dash, the dot duration is 0.1s and the
dash duration is 0.5s. The probability of dot oceurrence is four times that of dash and the time separation

. N
y“ symbols is 0.1s. Find the information rate of this telegraph source? (16 Marks) -4 A

Consider a DMS § with svmbols si, i=1,2,3,4,5,6 and with probabilities p(s)=0.36, p(s2)=0.24,
p(53)=0.15, p(s9=0.12, p(s=)=0.08. and, p(s¢)=0.05. Construct a.v_Hgff:ggn-‘cod_c_«{or‘f‘thcéoum,-and'ﬁnd'1he
errmency of the constructed code? (16 Murks)

£
; 3
V-2 QL\Q wor® [ Vs

i Hledh
sl ,k\ P ,d‘

ll
i )
) N
A

0,1,2.3. Gy ‘;7;\

LAs

Consider a systematic block code whose patity check equations are:

by =an,
Where m, are the aessage bi'x:-{ -

_(a) What are_the parameters n.:

aigritor matrix for the code. . (2 Marks)
(IJ) What |5Te mmlmum ]h

1ee” How miany errors can the code correet? (2 Marks)
«_\\.\ld ‘=0 t—P 'HI& (2 Marks)
_ > c_»lﬁl (2 Marks)

% g;ckw—i

: For the given encoder treilis dingram: < & - 3
A ; R

i (4 Marks) U

(4 Marks) ¥

(2 Marks)

5 Marks)

(d) Is the vector [0 | 0 11100

Enr.odc the message s

cquetiie E
sl af/w%/

P 'Wt‘?’(f J')qu(v(yfr)/p()'); derive T
‘.[5‘\ 6] ou‘l%)

ot (=4 _QV—
Q_/ o o [+ Pl:

AAS TR =)

\ %%4@

> P .o o v ?
- S 1()(;
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Information Theory and Coding (CM303)

Answer of Midtern Exaiii {40y
07 June, 2015
Time Allowed: 2 hours

Instructor: MEng. Hosam Almgadim

QL. Answer:
Since it BDMS, then the source has two symbols s1 and s2. Let the probability of s

is p(s1)=a then the probability of s2 is p(s2)=1-a. The entropy H(s) of this source:
H(s) = -a logz(a) —(1-a) logs(1-a)
Note thatwhen "._a=0-> H(s) =0

a=1 = H(s)=0
The maximum entropy can be found by the differentiation of H(s): F
(g Tl b

dH(s) d(—alogy(a) - (1—a)log,(1-a)) _ L el e A =5

da da N L e A A

et Ll e L =i
dH(s) s v
T 5 log,(a) + log,(l —a)
dH(s) 4 182
=]
er 082( = )

2 2 dH(s)
The maximum is found when e

1—-a 1-a
logz( = )=Owhen a =1

¢ a=b.5
Which means when a=0.5 H(s) is maximum

H(s) = -0.5 log2(0.5) — (1-0.5) log2(1-0.5)= 1 bit/symbol

Good luck!
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Information Theory and Coding (Ciiaug)

Midterm. Exam (40%)
07 June, 2015

Instructor: MEng. Hosam Almgadim Time Allowed: 2 hours

Q1. What is the maximum entropy H(s) for Binary Discrete Memoryless Source
“(BDMS)'? Prove your answer? (10 -points)

Q2. A telegraph source having two symbols, dot and dash. The dash duration is 0.6
seconds; and the dot duration is two third of the dash duration. The probability of
the dot occurring is twice that of the dash, and the time between svmbols is 0.2

seconds. Caleulate the information rate of the telegraph source? (10 points)
l' i = 5 i il

Q3. A discrete memoryless source has an alphabet of seven symbols with

probabilities for its output as described in following table:

T N N B N

Probarl‘lty' 0.25 10. Joazs 0.125[0.125] 0.0625 | 0.0625

~ I. Construct a Shannon-Fano codé for the source and calculate the efficiency of

- coding? (10 points)
2. Construct a Huffman code for the source and calculate the efficiency of
coding? And compare the results? (10 puiﬁts)

1
Good luck!

Scanned with CamScanner



Consider the encoder:

0/00 State Next
O (Isb,msb) "

it /10
%
1ot R

m= _[1" 1.0,0,1,0.1,0....]

is applied 1o the encoder. the coded output bit sequence is

e=[11,10,10,11,11.01,00.01,...]

The oulput sequence and corresponding states of the encoder are shown here,
t Inputmy  Quiput ¢
0 l 11
L l 10
2 0 10
3 0 I
4 l I
5 0 01
6 1 00
7 0 01

Path through trellis corresponding to true sequence
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Q2. Answer:

Dash duration: 0.6 sec.

IZot duration: 2/3 x 0.6=0.4 sec.
P(dot)y=2p (dash).

Space between symbols is 0.2 sec.
Information rate =2

Given that:

e~

1. Probabilities of dots énd dashes:

«{xuhcprobabilily ofa dash be “p», Therefore the
probability of transmiitting dots and dashes is equal 1o |

P (dot) + P{dash) = |
R e s e
Probability of dash = 113 Pt
And Probability of dot. = . 273
2, . Av erage information H (X) per symbol: %

probability.ofa dot will be “2p». The total

H(X) =p (dot) - log, [1/P (doy)] + p (dash) - log, [1/P (dash)]

H(X) = 2B3)log, (32] + (173) log, [3] = 0.

3. Symbol rate (Number of sym bols/scc.):

3899 +0.5283 = 0.9182 bits/symbol.

The total average time per symbol can be calculated as follows:

Average symbol time

Ts = [Toor x P (DOT)) + (Toss x P (DASH)] + Topace

e o T = [04x 2131 +[0.6 x 113]+0.2=0.6667 sec/symbo].
Hence the average rate of symbol transmission i given by:
Ry = 1/T = 1.5000 symbols/sec.

4. Informutionrate(Rl):
Ri =

Rs x H (s) = 1.5000x 0.9182=1.72 bits/sec.

b 3%43

Good luck/!
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Q3. Answer:

I. Shannon-lano code:

. Symbols Probability | Step 1 | Step 2 Step 3 | Step 4 | Code word

S, 0.25 0 0 00
s, 025 0 I 0l
s, 0.125 | 0 0 100
Ss 0.125 ! 0 I 101
Sa 0.125 | ! 0 110

S vl HEIS wl ¢ o oo el T S «hl10
Ss* 0.0625 1 1 1 | 1t

Average code word length (L): L= ELO pi x ni

=(025x2)+(0.25x2)+(0.125x3) +(0.125 % 3) + (0125 x 3 ) +(0.0625 x 4) +( 0.0625 x 4)
=2.6250 bits/message
Entropy of the source (H):
T : :
H (s) = Xy=o Pix l082(1/p))
=0.25 log; (1 /0.25) + 0.25 log, (1 /0.25) + 0.125 logy (1 /0.125) + 0.125 log; (1 /0.123)+

0.125 log, (1 /0.125) +0.0625 log, (1 /0.0625) + 0.0625 log, (1 /0.0625) =2.6250 bits/symbols

: H 2625,
Code efficiency n = Lx 100= 5635

N =100%

x 100

Good luck!
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2. Hulfman Code:

Symbol Stuge | Stage 11 Stage 111 Stage I\ Stage \ Stage V|

0

So 0.25 —= 0.250~

S, 025 — 025

S, 0.125 0.125
(53 0.125 0.125
8, 0.125 0.125
0
Sg 0.0625 0.125
Ss 0.0625 1 The encircled bits on the dotted path cerrespond to the code for symbol S,
i Su=10 J

R ESat o 1onatns

TS

S, 0.25 1 2 bit

Si4 0.125 001 3 bit

'S, 0.125 010 3 bit
S. 0.125 011 3 bit

S5 0.0625 0000 4 bit

S 0.0625 0001 4 bit

Average code word length (L): L= 3§ ,pixni

=(025x2)+(0.25x2)+(0.125x 3 )+ (0.125x3) +(0.125 x 3) + (0.0625 x 4 ) + ( 0.0625 x 4)
=2.6250 bits/message
Entropy of the source (H):
=36
H (s)) =Xk=0 Pix logz2(1/p;)
=0.25 logy (1 /0.25) + 0.25 logy (1/0.25) + 0.125 logy (1 /0.125) + 0.125 log, (1 / 0.125) +
0.125 log, (1 /0.125) + 0.0625 log, (1 /0.0625) + 0.0625 log, (1 / 0.0625) = 2.6250 bits/symbols

H 2.625
Code cfficiency n= L 100 = 2625 * 100

n =100%
Note: As the average information per symbol (H) is equal to the average code length (L), the code efficiency is 100%.

Good luck!

Scanned with CamScanner



The algorithm proceeds as follows:

t = 0: The received sequence is ro = 11.
finding the (Hamming) distance between ro and the
branches of the first stage of the trellis. Since stale 0 was

We compute the metric to each state at time ¢ = 1 by
possible transmitted sequence €n alone the
0 known to be the initial state, we end

up with only two paths, with path metrics 2 and 0, as shown here:

ro=11
o et £
1 A."-.U
2 .
i . .
r=0 r=1

t = 1: The received sequence is ry = 10. Again, each path at time r = 1 is simply extended, adding

the path metric to each branch metric:

r =10

1 - |
2 . . £
3 . 5 0

1=0 r=1 =2

t = 2: Thereceived sequence isrz = 00. Each pathattime r = 2 is extended. adding the path metric

to each branch metric of each path.
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There are now multiple paths to each node at time t = 3. We select the path to each node wiy,
the best metric and eliminate the other paths. This gives the diagram as follows:

rp =00
Q ®zmc-eeeeees L RERTPPE s e 3
) “1‘_ . o2
2 . "-_‘ . ol
o Bl . ". ........... e |
=0 =1 =2 t=13

= 3: The received se is i i
quence 1sr3 = 10. Each pathattime r = 3 is extended, addi i
1o cach branch metric of each path. S

=0 L=k =72 t=3 r=4

Ag{;m the best path to eacItl state is selected. We note that in selecting the best paths, s
paths to some states at earlier times have no successors; these orphan paths are delete. Sy ‘Of s
£l p are deleted now in our

r3y =10
o : . ‘ 2
1& . . L] 12
2! . L] . .1
3 . . o e . 2
(] Pasdl ]2 1=3 31—
3
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1 = 4: The reccived sequence ists = | 1. Each pathattime? = 4is extended. adding the path metric

to each branch metric of each path.

0 .
1 ¢ .
’2 . .
3 . .
r=0 r=1 t=2 =3 t=4 t=35

‘Inthis case~we note that there are multiple paths into state’3 which both have the same path metric;
also there are multiple paths into state 2 with the same path metric. Since one of the paths must be
sclected, the choice can be made arbitrarily (e.g., at random). After selecting and pruning of orphan
paths we obtain:

I‘4:Il
0 - . . . . P
1 e - . . a «2

2 . . " 3 5 W
3. . S . . 3
1=0 r=1 r=2 =3 r=4 =5

0 - . . . %
1 - . .
P o
3 . - - .

=0 =1 t=12 r=13

Scanned with CamScanner



After selecting and pruning: rs = 01

2
- - - Ll R

0 - i :
1.* ‘. 8 . . g2 o2
2 ¢ . . ..;. [] . ‘02
3. . . wivp’ . ". .......... 3
1=0 t=1 1=2 t=3 t=4 t=5 =6

0 - . . . .
] » - . - ..
. a : i : 4 o
i & ; ; ; A : S |
=0 r=1 r=2 r=3 t=4 =5 t=6 =7
After selecting and pruning:
re =00
0 - . . . - ey S s AR .2
l - >.. . - . - - '.2
2 . . . . . . . Yo 3
3 . . ® e - . . . -3
=0 t=1 g £=3 r=4 t=35 t=6 =7
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1t = 7: The received sequence is r7 = 0l.

0 - . . .

l . .. L] . .

2 . [ ; . l"'

3 . . :'-- c—
r=0 t=1 r=2 =13

0 - - - .
1 . - o .
2~ . .
3 e . [ O T ) M

t =0 r=1 =2 r=3

The decoding is finalized at the end of the tran

State at the last stage having the lowest cost,

beginning of the trellis, then traversing forward again along the best p
decoded output bits along the path. This is s
indicared on each branch.

r7 =01
. S ok # Somioiaitian 2. 3,
" '}.
. ' ‘e,
. .
. .
t=4 =5
ry =01
% i s D G e e .
. T - ...
o . . CH
. . Te At e
1=4 L=5 r=6 1=17

smission (the 16 received data bits) by selecting the
traversing backward along the path so indicated to the
ath, reading the input bits and

hown with the solid line below; inputoutput pairs are
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W& _ Information Theory a'rIIC(iacsigc;mg (CM303) ‘
e — Midterm o o
: K 13 May 2017 JTlme Alloweq: :
Wstruc or: MEng. Hosam Almgadim 2ho,

"“*-ﬂ

-~

he clmmml nput A \\uh Symb
@ Qv Marks) Consider (he tollowing mlormation channel, tl Ymbol

a1, 22, and a3, and probabilities p(a1)=0.6. p(a2)=C. 3, and p(a3)=0. I The channel output Wil

symbols bl, b2, and b3, The channel is fully Spcul'cd by the following channel matrix

05 0.% (f' oy (b /) learay) ¢ by ta )
pu‘//” = U“) O U r:l :hL (b /fAIJLbL / D\L)(b 3 /(\L)
“ ‘ L 05 051 &y (b (/a3)(ba fay) (b tay)

!
" .a) Araw.the schematic.of. the.channe]? /(D b [ (3 Marks) g
! !)}_.l ind the Miitua] Information l(.f\ B)” {/o ) ) (6 Marks)
' P b;}
Q2. (10 Marks) Cone

arks) onsider o souxcg with a six- symbel alphnbct ?((J, Xz, X3, Xy, ‘(" and X, with
Probabilities py = . 20 = 0.0

» P3 =035, l': = (! ‘{ Ps=0. ﬁf’., and P = (). 04 respectively.
. 7
—'A.Find a Shnnnumlf-mo code for this soyree. Step R (4 Marks)
<= B. Compute the ay, crage code length of the code. LPEP !

(2 Marks)
(2 Marks)
(2 Marks)

(16 barks) Given the followine code o el KOS
- SRy

(—( Design a deciston ¢ tree of the
}u u_\“,) 2 ut D. s the COQ‘.L

e code?

an optimal code? (Justify your answer)

> 1oy~

P 101 = [ i oHAMes
O T 000 1110 J&ﬁ M
s * O

deoitler | LIOTHN

n= 2
/ o - Uingiryag . s VG
4) Find the Generator mat r\ofth codv*’ Sl ) Ivﬂ 4 M
T g et e ofhe o G [ | LT
2 D) Find the er ror mlulum Lﬂpdblll'\ cmd Crror corfection capability?” ,(2 for S 1 1
(,/C) I'ind th‘E.Irll\ (.h(.d\ m.ltu\ of the u)dc and its llfl____]J,LS.L‘,/ 2 Murkb She
d) Is this code a lmc.zr un(!a (lusuh mur‘ answer: (2 Marks)

_k(; -C) \u the m.mmml \L_;lu;s !mcnf\ mdqun(lml, Clustify your answer) (2 [\1.111\5)1 t K-i
. ‘rf ncode the following bit 5lrcam. uu ml, 001 nu_u.uf ...... (2Marks)1 1 A B,
i @ I)uw an encodg jol the code? i (2 Marks)

: : e
oll ~—>oo0s i‘ﬂo ; Good luck
ootos ol o
Lol

& O

3 @\9 S
e R R
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Information Theory and Cfdmg (CMa02)

; Migterm I (35%)
/ &3‘92015 Time Allowed: 2 hoy,
Instructor: MEng. Hosam Almqgadim T iy \
T 5 Given that the munea! Tetvenction T(A,5) =LA/ ), deriy, “ \1

ﬂ (5 marks) Given that B ‘_\,\\%m \
A'B)=1(B2A) ?

ey
Q, (10 marks) Consider a DMS Source with symbols Si. i=1,2,3,4. Table below g, b‘

possible binary codes

[ 1696 L Table of Codes of the source S
& . |
e 1’( G [ Si l Code 1] Code 2] Code 3] Code 4[ Code 3 LCodeél

|
O”M\CM: ST =T. [0 [ 110, oLy
o \\ 2[00 T [ 0 [atio
oy G LR ssTW‘ 10 :no 10 JMIOU(LIHG
= 5 ml_‘W‘/“ 1 !(, “—. (P Tl

a) Find which of them distinct codes are? 24 3 Y15 £ oy
. b) Find which of them prefix-free codes are? 21U £ - T
\) HJ@WG”C) Find weather instamaneouys codes are existence for these codes? '415 p
by g/bwﬁ' /ff( anyou decide which code s the best code for this source. and why? ': arlil,
AN ] e ,.3_3

Q3. (10 marks) Cmmdu a Dl"- S xmuu \\nh symbois Xi, where j= 1,23, and 4. \\I(J‘.’>/
Y2
pmbahrht\ P(Xi)= 07 0.35. ‘)ﬂ-‘i

W l-"'

and Q, ‘! 'Jp\_ul\f.‘\

) Construct a Hu@gin code for the source?

\i ’-}3%"/ d/jec
b) Find rhe mfolm

ation mte ate if l‘lE. sour{,L ou]ua[es one .syﬁ)ot_ random !y 'E'\"c;“/
lusec? ,ﬁ/ Sj- ~,.*a.--'—_. M Ny
: 4‘: = e Y LB‘ ¢ e e nn

!

3 y’\?’%g‘

(IU marks) (_mmdcl the linear block code wit)y the codeword define by ke L
e W

L
— A ' 16 &

Qm1+m2+'n _m1+m3+m4 ml+m2+m3, ml, m2, m3 m4. F
Vot \i‘—_-“—— el L T

/1. Find _the erator matrix G

2. Findan the Lodewmds A% L{ m_ e wf “{ 3
Pt Aty e 3 | ey
e 1 .'?ih(!ncmlg__ O ,mn 7_‘?,2(()(!6 iMnmum dist; m:}-'.f& !
L Ci'l{lumiq Tity .l}d um:(mne\{nm. upabrht\ s 'jnx\\,x
& I/ N=-K K
Bk ] ole e e B ﬂ// n Good luck
\fb‘\ \ A! = ol [alalid "I en 6
T A ol oL
By é 6 b q }q Ll el o © \ o
| NS ‘ S o1 GO e l
% h;% JelSe N B
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eeee 1000 A3 sanadl
Ql. (12 Marks) For the two Binary Symmetrical Channels (A & B) connected in cascade as shown
below, Find the input, output and channels forward probabilities.
? p(yr) =? ?
plxi)=? » + P——r— p(z)=055
A B
=7 "
P(x1)=0.56 o— o e > o P@=7
0.6
Q2. (8 Marks) Consider a DMS Source with symbols Si, i=1,2,3,4. Table below lists 6 possible binary
codes
Table of Codes of the source S
Si_| Code 1| Code 2| Code 3| Code 4] Code 5] Code 6
S1|00 11 0 111 10 0
. sz2|o01 00 1 10 100 | 1110
S3| 01 10 00 110 1000 | 110
S4100 01 11 0 1 10
a) Find which of them distinct codes are? (2 Marks) .
b) Find which of them prefix-free codes are? (2 Marks)
¢) Find weather instantaneous codes are existence for these codes? (2 Marks)
4} Can you decide which code is the best code for this source, and why? P (2 Marks)
e : = , =t A

Q3. (24 Marks, 3 each) Consider the Systematic Linear Block Code with the following syndrome
look-up table.

Error Pattern (e) | Syndrome (5)

% Find the Generator matrix of the code? g gg gg gg :gg

b) Find all the Code Words and the Minimum Hamming Distance? 0000010 o1l
lﬁ) Find code blts message bits, parlty bits, code rate, ; the error- 57 00100 01 _

detection and error-correction capabilities of the code? 0001000 111

@ Write down the Parity Check Equations and draw the Encoder? 0010000 001

/\/6) Are the generator vectors linearly independent? (Justify your answer) 01100000 010

w1 Isthis code a linear code? (Justify your apswer) 1100,0000 100

g) Encode the bit stream, m={ 10
\/h) If ri = 1101011 and r:= 0101101 were rece:ved what are the transmitted code-words and
original messages? (clearly show the recovery steps)

Q4. (16 Marks) Given a Binary Convolutional Encoder with K=3, rate 1/3, and Impulse Response

101011010, B b y\bo. T

a) Encode the input sequence bits m = 101017 cjoece o\ 0 ¢ (5Marks) '

b) Draw the encoder? (show your answer) ¢ (6 Marks)
c) Draw the Trills diagram of the encoder? { (5 Marks)
A
b I'] S S gy g
G gily sl Slia =T
guuunguJ.ﬂl‘ulu:.l ,Lﬂ~$i ‘

ey

T \Ea-A g
- e f;@ 5l _,
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i Q. b8 ’
oyLasy! pa? ¢
/i/ il I L‘_lll - Ladali it | f
a5 Sl plaal &yl e e e
YIS Lall s
’ 0 E 2 CM W Sap . _S\)_\.ul 5] |
e “ 303;] .} ;)_...*I PO ;..uul{ Ay ! 2016 =J oM
. Sty s
e Wl il g e N et o R .t
gasal o TR R R L e
: independent symbols dot and dash. the daot llm u.(,”V \
|Ii|\i||}! o il A

arks a telegraph souree S g 1es that of
(¢ RN I prohabl shability of dot pecurrence is thre tin '
w profe ' !

in (.2 sce aned the dash dursttion 18 A SEs Limd lI {ollowing:
ke s, L and the -
dash and the time separation between symbols 1> "'_1 A /
B - (12 Marks )

i e o shia el s

A, Ihe information rate ol this lelegrap . ; ;

: : ernoe sy mbal duration. (4 Marks)
=

jon rate wi ARSI TINEAN]
The maximum possible ullmm.ltum vate with (he same i

‘\ .—»’"‘- i e 7 1 7
UTINY ORI T e, R, o s Xl )

\ Q2w Mk (mw«kl W @u\.\. 1.44&)3 stttz m"!& A @
i q Ps =002, and Pe 004 respectinely / ;
L

probatulities I “.2. P 0L, Py 03501
A¥ Marksi

" L {8 Murks)

§ oy } (i ;,‘,1 h /

A iEED B¢ S

Artand a Shannon-Fano code tor s souree

plx)=06 xo

p(x,) =04 x,

(8 Marks)

AL bid the probabiiities plzp) and pes).

(10 Marks) Consider the Systematic Linear Block Code with the follow “'L‘T"“ i cheek matria
. —_—

1o 01
0w Lol
0 0 1o :

1 U)(lt Tind the \\u(!lumc Iu(»I\ -up Llh!l (3 Marlks)

ihe code isa \'inﬂlc error corree i

For the nu_nul vectors rrand vz recover the transmitted code-word elml the Ul(n“](” message

/IS

= FHHONT, = OL0TI0 L. (clearly show the recovery sieps) (5 Marks)

(10 Marks) Given the following trellis dizgram oi g convolutional code.
a 00

v Decode the recened vector e asing Viterbi Devinding,
R= 101 101111 100 llﬂ“ul 1.
o

S, B How mamy ervors are there in the recenved veeton R

e (identily the crror bits) and show the trausmitted veetor

-~
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Information Theory and Coding (CM303)
Midterm Il (40%)

e b Time Allowed: 2 hourg

Instructor: MEng. Hosam Almgadim _ Time Allow

N 1 able below lists 6 possibla bingp s
Q1215 points) Consider a DMS S with ssmbaols Sic i L2034 Table below lists 6 4y cogg,

l.lhll‘ of (-_'m.lus-ul'llul- ‘u.uru: 5 )
Si | Code ‘ Cade2 ! Code 3 ; Coded | Code 5 (utllﬁ
Si (06" [IT "’|'u B R | 2
s2{m *! iﬂn’?""""l"' TG 100 110
!'L_\ TR Ty R T R ST T T
sidaoc fap. GHY sk g
et -3 ot

aidind which ol them distinet codes are?

b) Find which ol them prefix-free codes are?

"ol
@: (20 points) Consider a (7.;’3:‘) lincar block code w ith gencrator matriy G

0 8 e (Rl b B N
s e |
¢ 10 R p g
HUHG 5 SR T Y
1T 1 afo0 o | ;],
AL Tind all the codewards of the code!

B. Find he parity -check matrix? W

C.I:I?ind code bits. message bits, :]cuah: rate. minimum distanee, error
and error ¢

parity bits
deteetion capability ction cxpability?
SYRdrome iU the ceog;

. Compute the od

e e MIDLIL 15 this g valid code veetor:
@; (1s points) |-or the folleva ing state dizeram.
N/

a4) Braw the encoder using

shitl registers. my dubo-2 adders, und o Commutatey
homial of the encody, 3,\1\
¢) Encode the input sequence bits m = 10101? ¢

0/00

b) Find the generator polya

i

o
4 =00
g Gl

- @

5 e Good luct
! Fih iy
2o AT "
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TR LIy, [ S e -

/ﬂ{ (10 Marks) In a TV transmission, picture consists of 2 x 10 elements, 32 different brightness
levels and pictures are repeated at a rate of 32 pictures per second. I the brightness levels have equal
likelihood of occurrence and picture eleynts are independent, find average information rate of

this TV source? “- 57'”’ b»‘lf see

o8

Q2. (12 Marks, 3 each) For the Binary Symmetrical Channels shown below:
———— - - - {sp——
a) Find the Channel capacity when p=1,p=0, p=0.5, and p = 0.3? 4 4p(a1) P(b1)

b) Find the Maximum Capacity of the Channel? A BAE
¢) Find the Input, output, channels forward probabilities, H(A), ... & %
H(B), and H(B/A) when the channel works at Maximum Capacity? P(a2)

d) How can you make the channel works at half of its Maximum Capacity?

P(b2)
1-p

\//'Q3. (8 Marks, 2 each) Consider a DMS Source with symbols Si, i=1,2,3,4. Table below lists 6 possible

binary codes
3 5 e f Codes of the s S
a) Find which of them distinet codes are? silc ;l‘aglze UC 30 ;:,0 C?S mug:
b) Find which of them prefix-free codes are? s1]00]11 |01 11110 0
¢) Find weather instantaneous codes are existence for s2]01]00|1 |10 | 100 | 1110
thesecodes? ~ © © - : s3 {0110 [00]110]1000]110
d) Can you decide which code is the best code for this s4lo0/o01|11]0 1 10

——— _____source, and why?

/ 91 (15 Marks, 3 each) Consider a Systematic Lincar Block Code whose parity check equations are:
Po = mo + m1+ m3, P1= mo + mz2+ m3, P2 = mo + m1+ mz, and P3 =mi + mz2+ m3,
Where mi are the message bits, i =0, 1, 2, 3, and Pi are the check bits, i =0, 1, 2, 3.

(a) Find the generator matrix of the code and draw the Encoder?

(b) Find code bits, message bits, parity bits, code rate

(¢) Find Hamming distance, the error-detection and error-correction capabilities of the code?

(d) Find the syndrome look-up table?
(e) Are the vectors [10101010] and [0101/1100] valid codewords? (show the answer steps)

)AS. (4 Marks) Given a Binary Convolutional Encoder with K=3, rate 1/3, and Impulse Response
101011010. Encode the input sequence bits m = 10101? And write down the polynomial equations of

the encoder?
"
=/ Q6. (3 Marks) Consider a (4,1,4) convolutional encoder with the following generator polynomials:
gl = [1010], g2 = [0101], g3 = [1110], g4 = [1001]. Draw the encoder and how many states does this

encoder have?

> 4 g2

Q7. (8 Marks, 2 each) Briefly answer the following: {2 it
[1] How do we measure information content in a message? Tt 15,

[2] What reduces mutual information between input and output of a channel? (o 3 | 1

[3] What is the purpose of source coding and channel coding?
[4] What is the advantages of convolutional codes over block codes?

omtigh cpdl luas [ e BRI gl Auial
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